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(57) ABSTRACT 

Method and apparatus for the self-organization of nodes into 
groups in network computing environments. Embodiments 
may provide the ability to deploy nodes on a network, and to 
allow the nodes to organize into groups without human inter­
vention. In one embodiment, a node may broadcast a query 
looking for a master node for the group. If the query produces 
no responses, the node may self-elect as the master node for 
the group and the node may broadcast its presence as the 
master node. If two or more nodes self-elect as master nodes, 
the nodes may negotiate to determine which node will be the 
master node. If the master node becomes unavailable, the 
remaining nodes in the group may elect a new master node. 
Some embodiments may be implemented on a peer-to-peer 
platform, such as the JXTA peer-to-peerplatform, which may 
allow the scope of the group to span subnetworks and net­
works. 

30 Claims, 13 Drawing Sheets 
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METHOD AND APPARATUS FOR 
SELF-ORGANIZING NODE GROUPS ON A 

NETWORK 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

This invention relates to computer networking, and more 
particularly to the self-organization of groups of nodes on a 
network. 

2. Description of the Related Art 

Computer networks may be described as collections of two 
or more nodes that are interconnected through wired or wire­
less network interfaces so that each node can communicate, 
either directly or indirectly, with at least one other node on the 
network. A node may be any device that has the hardware and 
software necessary to connect to the network through wired 

2 
JXTA 

Sun Microsystems' JXTATM is an exemplary peer-to-peer 
platform. Peer-to-peer platforms such as JXTA may provide 
protocols for building networking applications that thrive in 
dynamic environments. JXTA technology is a set of open 
protocols that allow any connected device on the network 
ranging from cell phones and wireless PDAs to PCs and 
servers to commnnicate and collaborate in a peer-to-peer 
(P2P) manner. JXTA peers create a virtual network where any 

10 peer can interact with other peers and resources directly even 
when some of the peers and resources are behind firewalls and 
NATs or are on different network transports. In JXTA, every 
peer is identified by an ID, unique over time and space. Peer 
groups are user-defined collections of entities (peers) that 

15 may share a common interest. Peer groups are also identified 
by nnique IDs. Peers may belong to multiple peer groups, 
discover other entities and peer resources (e.g. peers, peer 
groups, services, content, etc.) dynamically, and publish 
themselves and resources so that other peers can discover 

or wireless network interfaces, and to communicate with 
other nodes on the network. A node may also be a software 
entity such as an application or service that resides on a device 
that is configured to connect to the network. An example of 
such a software entity is a server. Note that a device may host 
one or more software entities that each may be configured as 25 

a node on the network. For example, one device may host two 
servers that are each distinct nodes on the network. 

20 them. 

SUMMARY 

Embodiments of a method and apparatus for the self-orga­
nization of nodes into groups in network computing environ­
ments are described. Embodiments of a node group self­
organization mechanism, which may be referred to herein as 
a master node mechanism, may provide the ability to deploy 
multiple services or nodes on or as a network, and to allow the 

Collections of two or more nodes may be grouped together 
for many applications in computer networks. Examples of 
such applications include, but are not limited to, application 
server clusters and grid computing systems. In many such 
applications, one, or sometimes more, of the nodes may be 
designated to serve as a central point for management of the 
nodes in the group. A node designated to serve as a central 
point of management may be referred to herein as a master 
node. The nodes in the group that are not master nodes may be 
referred to herein as "slave" nodes. Conventionally, a system 
administrator has to manually configure the collection of 
nodes to fnnction together as a group. The system adminis­
trator also manually designates and/or configures one or more 
of the nodes to be the master node(s) for the group. If, during 
operation, the master node goes down or becomes nnavailable 

30 nodes or services to automatically organize into groups 
including master node( s) and slave node( s) without human 
intervention. In embodiments, two or more nodes may be 
connected to a network or interconnected to form a network, 
and the installed nodes may then self-organize to form an 

35 autonomous network, or group, on the network to provide or 
perform some fnnction, service, or application on the net­
work. The nodes in the group may elect or determine one of 
the installed nodes to serve as a master node for the group. If 
the master node later becomes unavailable or unable to per-

40 form its function as master node, the other nodes may detect 
the loss of the master node and determine or elect a different 
node to take over in the role of master node for the group. 

or unable to fulfill its fnnction as master node for the group for 
any reason, the group may be nnable to perform its function 
unless and nntil the system administrator gets the master node 45 

back online or manually configures and designates another 
node to take over the role of master node. 

Embodiments may provide a mechanism for master node 
discovery. In one embodiment, through predefined virtual 
endpoints, a node may broadcast a query looking for a master 
node on the network, or within a group of nodes on the 
network. If a master node is discovered, the querying node 
may cache information about the master node for future use. 
Embodiments may also provide a mechanism for master node Peer-to-Peer Networking 

The term peer-to-peer networking or computing (often 
referred to as P2P) may be applied to a wide range of tech­
nologies that greatly increase the utilization of information, 
bandwidth, and computing resources in the Internet. Fre­
quently, these P2P technologies adopt a network-based com­
puting style that neither excludes nor inherently depends on 
centralized control points. In addition to improving the per­
formance of information discovery, content delivery, and 
information processing, such a style also can enhance the 
overall reliability and fault-tolerance of computing systems. 

50 self-election. If a query for a master node produces no 
responses, for example within a specified period, the query­
ing node may assume master node responsibilities; in other 
words, the node may designate itself as the master node for 
the group of nodes within the scope of which the query was 

55 broadcast. The node may then broadcast its presence on the 
network or within the group as the master node. 

Embodiments may also provide a mechanism for overcom­
ing collisions. Two or more nodes within a group of nodes 
may self-elect as master nodes. In one embodiment, each 

60 self-elected master node may wait for a specified period for 
any broadcast from other possible self-elected master nodes. 
If a broadcast from another master node or master nodes is 
received, the self-elected master nodes may enter a negotia­
tion to determine which node will be the master node for the 

FIGS.IA and IB are examples illustrating the peer-to-peer 
model. FIG. lA shows two peer devices 104A and 104B that 
are currently connected. Either of the two peer devices 104 
may serve as a client of ora server to the other device. FIG.IB 
shows several peer devices 104 connected over the network 
106 ina peer group. In the peer group, any of the peer devices 65 

104 may serve as a client of or a server to any of the other 
devices. 

group. The node that is selected to be the master node may 
then broadcast a message indicating that it is the master node 
for the group. 
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Embodiments of the master node mechanism may also 
provide a mechanism for recovering from the failure of a 
master node within a group of nodes. If the master node for a 
group of nodes becomes unavailable, one or more of the other 
nodes within the group may detect the absence of the master 
node. Upon detecting failure of the master node, the nodes in 
the group may go through a similar process as that described 
above (self-election and negotiation to resolve collisions, if 
any) to determine a new master node for the group. 

Some embodiments may use a peer-to-peer platform, such 10 

as the JXTA peer-to-peer platform, as an underlying platfonn 
for self-organizing groups of nodes and self-election of mas-

4 
DETAILED DESCRIPTION OF EMBODIMENTS 

Embodiments of a method and apparatus for the self-orga­
nization of nodes into groups in network computing environ­
ments are described. Embodiments may provide a framework 
to deploy multiple services or nodes on (or as) a network, and 
to allow the nodes or services to automatically organize into 
autonomous networks or groups including master node(s) or 

ter nodes for the node groups. In an embodiment using JXTA, 
JXTA peer groups and protocols allow the scope of the master 
node mechanism to span subnetworks and networks. 

BRIEF DESCRIPTION OF THE DRAWINGS 

services and slave node(s) or services, without human inter­
vention. Embodiments may enable groups, or autonomous 
networks, of nodes or services to scale, collaborate, and to be 
highly available. Embodiments may lower the customer's 
total cost of ownership by reducing or eliminating the need to 
maintain an IT infrastructure to maintain, configure and 

15 deploy groups of nodes or services. Nodes and services may 
collectively be referred to as "nodes" for simplicity in this 
document. 

Embodiments may enable autonomous, self-organizing FIG. lA illustrates a prior art example of two devices that 
are currently connected as peers. 

FIG. IB illustrates a prior art example of several peer 
devices connected over the network in a peer group. 

FIGS. 2A and 2B illustrate an exemplary collection of 
nodes self-organizing into a node group according to one 
embodiment. 

20 networks or groups of nodes including a master node that may 
provide or control one or more functions within the group 
including, but not limited to, aggregation points, failover, 
load balancing, and data replication. Using embodiments, 
two or more nodes may be connected to a network or inter-

FIGS. 3A through 3G illustrate an exemplary collection of 
nodes implementing a master node mechanism according to 
one embodiment. 

25 connected to form a network, and the installed nodes may 
then self-organize to form an autonomous network, subnet­
work, group or subgroup (which may collectively be referred 
to herein as simply a "group" or "node group") on the network 
to perfonn a function, service, or application on the network. 

FIGS. 4A and 4B illustrate a mechanism for recovering 
from the failure of a master node within an exemplary group 
of nodes according to one embodiment. 

FIGS. SA through SC illustrate installing a collection of 
nodes on a network and the nodes self-organizing into a group 
for performing some function on the network according to 
one embodiment. 

30 The nodes may elect or detennine one of the installed nodes 
to serve as a master node for the group. If the master node later 
becomes unavailable or unable to perfonn its function as 
master node, the other nodes may detect the loss of the master 
node and determine or elect a different node to take over the 

35 role of master node for the group. 

FIG. 6 illustrates a node hosting a master node mechanism 
according to one embodiment. 

FIG. 7 is a flowchart illustrating a method for the self­
organization of a collection of nodes into a group and the 40 

self-election of a master node for the group according to one 
embodiment. 

FIG. 8 is a flowchart illustrating a method for a self-orga­
nized group of nodes to self-elect a new master node for the 
group if the master node goes down according to one embodi - 45 

ment. 
FIG. 9 illustrates a peer-to-peer platform implementation 

where a peer group serves as the scope for self-organization 

Embodiments of a node group self-organization mecha­
nism, which may be referred to herein as a master node 
mechanism, may provide a mechanism for master node dis­
covery. In one embodiment, through predefined virtual end­
points, a node may broadcast a query looking for a master 
node on the network, or within a group of nodes on the 
network. If a master node is discovered, the querying node 
may cache information about the master node for future use. 
Embodiments may also provide a mechanism for master node 
self-election. If a query for a master node produces no 
responses, for example within a specified period, the query-
ing node may assume master node responsibilities; in other 
words, the node may designate itself as the master node for 
the group of nodes within the scope of which the query was of node groups and self-election of master nodes according to 

one embodiment. 
While the invention is described herein by way of example 

for several embodiments and illustrative drawings, those 
skilled in the art will recognize that the invention is not 
limited to the embodiments or drawings described. It should 

50 broadcast. The node may then broadcast its presence on the 
network or within the group as the master node. 

be understood, that the drawings and detailed description 55 

thereto are not intended to limit the invention to the particular 
form disclosed, but on the contrary, the intention is to cover all 
modifications, equivalents and alternatives falling within the 
spirit and scope of the present invention as defined by the 
appended claims. The headings used herein are for organiza- 60 

tional purposes only and are not meant to be used to limit the 
scope of the description or the claims. As used throughout this 
application, the word "may" is used in a permissive sense 
(i.e., meaning having the potential to), rather than the man­
datory sense (i.e., meaning must). Similarly, the words 65 

"include", "including", and "includes" mean including, but 
not limited to. 

Embodiments of the master node mechanism may also 
provide a mechanism for overcoming collisions. It is possible 
that two or more nodes within a group of nodes may self-elect 
as master nodes. In one embodiment, each self-elected master 
node may wait for a specified period for any broadcast from 
other possible self-elected master nodes. If a broadcast from 
another master node or master nodes is received, the self­
elected master nodes may enter a negotiation to detennine 
which node will be the master node for the group. In one 
embodiment, the election process to determine which node 
will be the master node may be through a nodes order in a list 
of nodes. Other embodiments may use other mechanisms for 
electing a master node from two or more self-designated 
master nodes within a group. The node that is selected to be 
the master node may then broadcast a message indicating that 
it is the master node for the group. 
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Embodiments of the master node mechanism may also 
provide a mechanism for recovering from the failure of a 
master node within a group of nodes. If the master node for a 
group of nodes becomes unavailable, one or more of the other 
nodes within the group may detect the absence of the master 
node, for example through periodic or aperiodic polling of the 
master node or through failure of the master node to respond 
to a message during nonnal operations. Alternatively, a mas­
ter node may broadcast a message within the group annonnc­
ing that it is going to become nnavailable before going offline. 
Upon detecting failure of the master node, the nodes in the 
group may go through a similar process as that described 
above to detennine a new master node for the group, includ­
ing self-election and resolution of collisions through negotia­
tion. 

In one embodiment, collections of nodes may self-organize 
to perform two or more different applications with a master 
node for each application. In this embodiment, each different 
application may be considered a different "channel"; there are 
multiple channels that each node can issue queries on, with 
each channel having (or self-electing) its own master node. 
Note that a node can serve as master node for one or more 
applications or channels. 

6 
necessarily, directly connected to each other node, but each 
node 202 is reachable from any of the other nodes. 

As illustrated in FIG. 2B, upon startup of the nodes 202, the 
master node mechanism 204 of each node 202 may allow the 
nodes 202 to self-organize into a group 220 of nodes without 
human intervention. Group 220 may represent a group, clus­
ter, grid, subnetwork, or any organization of nodes on a net­
work. The nodes 202 in the group 220 may cooperate to 
self-elect a master node for the group. In one embodiment, to 

10 self-elect a master node, each node 202, upon startup, may 
attempt to discover another node 202 that is already desig­
nated as master node for the group 220. If the node 202 
discovers no master nodes, the node 202 assumes the role of 
master node, and replies to any queries from the other nodes 

15 202 that it has self-designated as master node for the group 
220. In this example, node 202A has been elected as the 
master node for the group. If there are any collisions, that is if 
two or more nodes 202 self-designate as master node, the 
nodes 202 may cooperate to determine which of the nodes 

20 202 is to be designated as the master node. 

In a physical network topology, a collection of nodes needs 
to be accessible to each other to use the master node mecha- 25 

Once the nodes 202 fonn group 220, the nodes 202 may 
perfonn dynamic fault detection to detect if the master node 
(node 202A, in this example). If the nodes 202 detect that the 
master node for the group has become nnavailable for any 
reason, one of the other nodes 202 assumes the role of master 
node. nism to self-organize as a node group and to elect a mater 

node. For example, if IP multicast is being used, then any 
nodes within the local subnetwork or within the reach of IP 
multicast can participate in the self-organization and master 
node election process as described herein. 

Some embodiments may use a peer-to-peer platform, such 
as the JXTA peer-to-peer platform, as an underlying platfonn 
for the self-organizing of groups of nodes and the election of 
master nodes for the node groups. Using a peer-to-peer plat­
form such as JXTA, self-organizing groups of nodes as 
described herein are not necessarily limited in scope to sub­
networks on the network, but may extend across subnet­
works, firewalls, etc. In embodiments using JXTA, JXTA 
peer groups, which may span subnetworks and networks, 
may be used as the scope for the master node mechanism. In 
JXTA, peer groups may serve as the scope of node discovery 
and/or querying for master nodes, and JXTA protocols may 
be leveraged as protocols for perfonning node discovery and/ 
or querying for master nodes. There are no limitations on 
where peer nodes participating in the group have to be located 
using JXTA protocols and JXTA peer groups as the scope for 
the master node mechanism. A peer-to-peer platfonn imple­
mentation is further described later in this document. 

FIGS. 2A through 9 illustrate means for a collection of 
nodes to self-organize as a group of nodes on a network to 
perform one or more applications on the network, means for 
the group of nodes to determine one of the nodes to serve as 
master node for the group, and means for the group of nodes 

Group 220 may be fonned as an autonomous network or 
group to perform any fnnction of a group of nodes on a 
network where one (or more) nodes are needed or desired to 

30 serve as master nodes. Each node 202 may include additional 
hardware and/or software that is part of an application or 
service that the group of nodes are intended to implement or 
provide on a network. Examples of such functions include, 
but are not limited to, application server clusters and grid 

35 computing networks. In the fonner, one ( or more) nodes may 
serve as master nodes to perform tasks such as load balancing 
and failover for the cluster of application servers. In the latter, 
one node may serve as the master node to perform as a job 
submitter that submits jobs and/or tasks (portions of jobs) to 

40 other "slave" nodes in the grid. Another example of a possible 
application for such self-organizing groups is in monitoring 
applications where infonnation about or gathered by a group 
of nodes needs to be submitted to a control or monitoring 
node, or control station. In this example, the master node may 

45 serve as the interface between the group of nodes and the 
control station, collecting infonnation to be submitted to the 
control station from the other nodes in the group and provid­
ing the infonnation to the control station. Yet other exemplary 
applications may include servers providing a directory ser-

50 vice and a distributed database. 

to detennine a new master node for the group if the master 55 

node goes down. 

One exemplary application for embodiments is in install­
ing collections of nodes to perfonn or provide some fnnction, 
application or service as a group, for example as an applica­
tion server cluster, as a grid computing system, or as a dis­
tributed database. In one embodiment, each node may be 
preconfigured with an instance of the master node mechanism 

Embodiments provide dynamic network behavior where 
nodes self-organize into groups, self-elect a master node, and 
if the master node fails, another node takes over as the master 
node. FIGS. 2A and 2B illustrate an exemplary collection of 
nodes self-organizing into a node group according to one 
embodiment. As illustrated in FIG. 2A, two or more nodes 
202, each including an instance of a master node mechanism 
204, may be interconnected to fonn a network or intercon­
nected on a network via wired or wireless network connec­
tions. In this example, four nodes (nodes 202A through 202D) 
are interconnected. Note that each node 202 may be, but is not 

and hardware and/or software for providing or performing the 
function, application or service of the group. Each node may 
also be preconfigured with one or more virtual endpoints for 

60 communicating with other nodes in the collection. Upon 
installation on a network and startup, each node may broad­
cast a discovery query for other nodes in the group, and/or 
broadcast a discovery query for a node that has assumed the 
role of master node in the group. If no response to the query 

65 for a master node is received, the broadcasting node may 
assume the role of master node and broadcast a notification to 
the other nodes in the group indicating that it has self-elected 
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as master node for the group. If one or more other nodes have 
also self-elected as master nodes, then the nodes enter nego­
tiation to elect one of the nodes to serve as master nodes. The 
other nodes return to the role of slave nodes to the elected 
master node. The self-organized group of nodes may then 
perform or provide the application, service or function for 
which the nodes were preconfigured. The master node may 
serve as a central point to provide or control one or more 
functions for the nodes in the group, such as load balancing or 
fail over. After a master node is selected, the nodes in the 
group may monitor the master node and, if the master node 
goes down for any reason, one of the other nodes may assume 
the role of master node for the group. Again, collisions may 
occur where two or more nodes detect the master node failure 
and assume the role of master node, in which case the nodes 
may negotiate to elect one of the nodes as the new master 
node. 

FIGS. 3A through 3G illustrate an exemplary collection of 
nodes implementing a master node mechanism according to 
one embodiment. Two or more nodes 202 may be installed on 
a network 200, or interconnected to form a network of nodes, 
via wired or wireless network interfaces. The nodes 202 may 

8 
master nodes. For example, after broadcasting its presence as 
master node, node 202A may wait to see if any other nodes 
respond as master nodes. FIG. 3E illustrates node 202A, 
self-designated as a master node, receiving a broadcast mes­
sage from node 202B announcing that it has self-designated 
as a master node, according to one embodiment. If a broadcast 
or broadcasts indicating that one or more other nodes 202 
have self-designated as master nodes is received, the master 
nodes may enter a negotiation to determine which node 202 

10 will be the master node for the group. FIG. 3F illustrates 
nodes 202A and 202B negotiating to determine which node 
will be master node. The node 202 that is selected to be the 
master node may then broadcast a message indicating that it 
is the master node for the group. In FIG. 3G, node 202B has 

15 been selected via negotiation with master node 202A to be the 
master node for the group, and broadcasts a message to the 
group of nodes announcing its presence as master node. Note 
that other nodes 202 may already have cached information 
about which node is the master node, and may thus update the 

20 information to indicate that node 202B is now the master 
node. 

After this startup process in which each node 202 in the 
group broadcasts messages querying for a master node within 
the group, caching information on the master node if a 
response to the query is received or alternatively self-desig­
nating as master node if no response is received, and cooper-
ating with other nodes 202 to resolve collisions if two or more 
nodes self-designate as master nodes, the group of nodes 202 
is ready to perform its intended function. 

FIGS. 4A and 4B illustrate a mechanism for recovering 
from the failure of a master node within an exemplary group 
of nodes according to one embodiment. If the master node for 
a group of nodes becomes unavailable, one or more of the 
other nodes within the group may detect the absence of the 

be intended to interoperate as a group of nodes to perform 
some application or provide some service, for example to 
serve as a cluster of application servers or as a grid computing 25 

system. Each of the nodes 202 may include an instance of a 
master node mechanism 204 and software and/or hardware 
for performing the application or service, represented by 
application 206. In FIGS. 3A through 3G, the master node 
mechanism 204 and application 206 are only shown for node 30 

202A, but each node 202B through 202D may include its own 
instance of master node mechanism 204 and application 206. 
Note that application 206 is not necessarily identical for each 
node. Also note that, in one embodiment, master node mecha­
nism 204 may be implemented as a module in application 206 
and not as a separate entity as it is illustrated in FIGS. 3A 
through 3G. Further, each node may include two or more 
applications 206 that utilize the master node mechanism 204. 
Also note that there may be one or more other nodes on the 
network that are not participating directly in the group of 
nodes, and thus do not participate in the master node selection 
process described below. 

35 master node, for example through periodic or aperiodic poll­
ing of the master node or through a failure of the master node 
to respond to a message during normal operations. Alterna­
tively, a master node may broadcast a message within the 
group announcing that it is going to become unavailable 

40 before going offline. In FIG. 4A, node 202A has detected the 
failure of node 202B, which was the master node for the group 
of nodes illustrated in FIG. 3G. Upon detecting failure of the 
master node, the nodes 202 in the group may go through a 
similar process as that described above to determine a new 

Upon startup, each of the nodes 202 may perform master 
node discovery. In one embodiment, through predefined vir­
tual endpoints, a node (for example, node 202A) may broad­
cast a query for a master node on the network 200, or within 
a group of nodes 202 on the network or within a subnetwork 
on the network. FIG. 3B illustrates node 202A broadcasting a 
query searching for a master node on the network 200 accord­
ing to one embodiment. As illustrated in FIG. 3C, if a master 
node is discovered, for example if node 202B responds that it 
has self-designated as master node, the node 202A may cache 
the information 208 about the master node for future use. As 
illustrated in FIG. 3D, if the query for a master node produces 
no responses within a specified period, the querying node 
202A may assume master node responsibilities for the group; 
in other words, the node 202A may designate itself as the 
master node for the group of nodes 202 within the scope of 
which the query was broadcast. The node 202A may then 
broadcast its presence on the network or within the group as 
the master node. Other nodes 202 within the group that 
receive this broadcast may cache this information for future 
use. 

It is possible that two or more nodes 202 within the group 
of nodes may self-designate as master nodes. In one embodi­
ment, each self-designated master node may wait for a speci­
fied period for any broadcast from other possible self-elected 

45 master node for the group. In FIG. 4B, node 202A has self­
designated as master node for the group and broadcast its 
presence to the other nodes in the group. The other nodes 202 
may then update their cached master node information. Col­
lisions where two or more nodes self-elect as master nodes, if 

50 any, may be detected and resolved as was described in FIGS. 
3E and3F. 

FIGS. SA through 5C illustrate installing a collection of 
nodes on a network and the nodes self-organizing into a 
group, or subnetwork, for performing some function on the 

55 network according to one embodiment. In FIG. SA, a network 
300 may include two or more nodes 302. In FIG. 5B, a 
collection of nodes 304, each including an instance of a 
master node mechanism as describe herein, may be installed 
on the network 300. As illustrated in FIG. 5C, upon startup, 

60 the nodes 304 may self-organize into a group 320 of nodes, 
and may self-elect a master node for the group 320. In this 
example, node 304A has been designated the master node for 
the group 320. 

Embodiments may be used in any application where there 
65 is a need for some organization of two or more nodes into 

groups with a master node for load balancing, failover, data 
collection, or any other purpose. The collection of nodes 304 
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may, for example, be application servers, such as application 
servers that provide a directory service. A collection of these 
servers, when installed on the network 300, may use the 
master node mechanism to self-organize, discover a view of 
the network 300, elect a single master node that is responsible 
for all the other nodes for directing failover, directing queries 
for load balancing or other purposes, data replication, etc. As 
another example, the collection of nodes 304 may be nodes 
intended to self-organize into a grid to perfonn grid comput­
ing jobs. In a grid, the master node may serve as the job 
distributor or dispatcher that aggregates submitted jobs and 
distributes the jobs to the slave nodes. 

FIG. 6 illustrates a node hosting a master node mechanism 
according to one embodiment. Node 402A may be any of 
various types of devices, including, but not limited to, a 
personal computer system, desktop computer, laptop or note­
book computer, mainframe computer system, workstation, 
network computer, Personal Digital Assistant (PDA), or other 
suitable device. In general, node 402A may be any device 
with a digital heartbeat. Node 402A may include at least one 
processor 404. The processor 404 may be coupled to a 
memory 406. Memory 406 is representative of various types 

10 
specified period, the querying node 402A may assume master 
node responsibilities for the group; in other words, node 
402A may designate itself as the master node for the group of 
nodes 402 within the scope of which the query was broadcast. 
The node 402A may then broadcast its presence on the net­
work or within the group as the master node. Other nodes 402 
within the group that receive this broadcast may cache this 
information for future use. 

It is possible that two or more nodes 402 within the group 
10 of nodes may self-designate as master nodes. In one embodi­

ment, each self-designated master node may wait for a speci­
fied period for any broadcast from other possible self-elected 
master nodes. For example, after broadcasting its presence as 
master node, node 402A may wait to see if any other nodes 

15 respond as master nodes. If a broadcast or broadcasts indicat­
ing that one or more other nodes 402 have self-designated as 
master nodes is received, the master nodes may enter a nego­
tiation to determine which node 402 will be the master node 
for the group. If node 402A is selected to be the master node, 

20 it may then broadcast a message indicating that it has been 
elected the master node for the group. 

After this startup process in which node 402A broadcasts a 
message querying for a master node within the group, caching 
information on the master node if a response to the query is 

25 received or alternatively self-designating as master node if no 
response is received, and cooperating with other nodes 402 to 
resolve collisions if two or more nodes self-designate as 
master nodes, the group of nodes 402 is ready to perfonn the 

of possible memory media, also referred to as "computer 
readable media" or "computer accessible media." Hard disk 
storage, floppy disk storage, removable disk storage, flash 
memory and random access memory (RAM) are examples of 
memory media. The terms "memory" and "memory medium" 
may include an installation medium, e.g., a CD-ROM or 
floppy disk, a computer system memory such as DRAM, 
SRAM, EDO RAM, SDRAM, DDR SDRAM, Rambus 30 

RAM, etc., or a non-volatile memory such as a magnetic 
media, e.g., a hard drive or optical storage. The memory 
medium may include other types of memory as well, or com­
binations thereof. Node 402A may couple over a network or 
networks to one or more other devices or nodes via one or 
more wired or wireless network interfaces. 

intended function( s) of application 410. 
FIG. 7 is a flowchart illustrating a method for the self-

organization of a collection of nodes into a group and the 
self-election of a master node for the group according to one 
embodiment. As indicated at 500, a collection of nodes each 
configured to self-organize as a group of nodes is coupled to 

35 a network. Each node may include an instance of the master 
node mechanism and hardware and/or software for perform­
ing one or more applications of the group. In one embodi­
ment, each node may also be preconfigured with one or more 
virtual endpoints for communicating with the other nodes in 

Node 402A may include, in memory 406, an instance of a 
master node mechanism 408 and an application 410. One or 
more other nodes 402 including instances of the master node 
mechanism may be installed on network 400, or intercon­
nected to form a network of nodes, via wired or wireless 
network interfaces. The nodes 402 may be intended to inter­
operate as a group of nodes to perfonn some application or 
provide some service, for example to serve as a cluster of 
application servers or as a grid computing system. Each of the 
nodes 402 may include an instance of the master node mecha­
nism 408 and software and/or hardware for performing the 
application or service, represented by application 410 on 
node 402A. Note that application 410 is not necessarily iden­
tical for each node. Also note that, in one embodiment, master 
node mechanism 408 may be implemented as a module in 
application 410 and not as a separate entity as it is illustrated 
in node 402A. Further, node 402A may include two or more 
applications 410 that may utilize the master node mechanism 
408. Also note that there may be one or more other nodes on 
the network that are not participating directly in the group of 
nodes, and thus do not participate in the master node selection 
process described herein. 

40 the group. As indicated at 502, upon startup, each of the nodes 
may broadcast a discovery query for a master node for the 
group. At 504, if a response to the discovery query is received 
from another node, then the querying node may cache infor­
mation identifYing the responding node as the master node for 

45 the group, as indicated at 506. If no response to the discovery 
query is received, then the querying node may assume the role 
of master node for the group, as indicated at 508. The node 
may then broadcast a message indicating that it has assumed 
the role of master node to the group. The master node may 

50 serve as a central point to provide or control one or more 
functions for the nodes in the group. 

It is possible that two or more of the nodes in the group may 
assume the role of master node. At 510, if two or more nodes 
have assumed the role of master node, then the nodes may 

55 negotiate to detennine one of the nodes to serve as the master 
node, as indicated at 512. In one embodiment, after self­
electing as master node, a node may wait for a specified 
period for messages broadcast from other nodes indicating 
they have self-elected as master nodes. If the node receives Upon startup, node 402A may perfonn master node dis­

covery. In one embodiment, through predefined virtual end­
points, node 402A may broadcast a query for a master node on 
the network 400, or within a group of nodes 402 on the 
network or within a subnetwork on the network. If a master 
node is discovered, for example if node 402B responds that it 
has self-designated as master node, the node 402A may cache 65 

the information about the master node for future use. If the 
query for a master node produces no responses within a 

60 one or more such messages, then the node may communicate 
with the other nodes that have self-elected as master nodes to 
determine which node is to be the master node. 

In one embodiment, the group of nodes may be peer nodes 
in a peer-to-peer networking environment on the network. 
The peer-to-peer networking environment may be imple­
mented according to a peer-to-peer platform. In one embodi­
ment, the peer-to-peer platfonn is lXTA. In a peer-to-peer 
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networking environment, the group of nodes may be peer 
nodes in a peer group on the network, and the scope of 
broadcasting discovery messages and queries may be defined 
by the peer group. In one embodiment, the peer group is a 
JXTA peer group. In JXTA, the peer group may extend across 
two or more subnetworks on the network. 

FIG. 8 is a flowchart illustrating a method for a self-orga­
nized group of nodes to self-elect a new master node for the 
group if the master node goes down according to one embodi­
ment. A collection of nodes may self-organize as a group of 10 

nodes on a network as indicated at 520, and the group may 
self-elect one of the nodes as master node for the group as 
indicated at 522. FIG. 7 describes an exemplary method for 
performing 520 and 522. 

After the nodes have self-organized into a group and have 15 

self-elected one of the nodes as the master node for the group, 
each of the nodes may monitor the status of the master node, 
as indicated at 524. At 526, if a node detects that the master 
node has gone down, the node assumes the role of master 
node for the group as indicated at 528. Any of several mecha- 20 

nisms may be used to detect master node failure. In one 
embodiment, the master node may broadcast a message indi­
cating that it is going down. In one embodiment, the nodes in 
the group may poll the master node to detect master node 
failure. In one embodiment, a node may detect that the master 25 

node is down when trying to communicate with the master 
node during normal group operations. One or more of these 
mechanisms may be used in combination, or other mecha­
nisms may be used. 

It is possible that two or more of the nodes in the group may 30 

detect that the master node is down and assume the role of 

12 
group is the master node for a particular application, service, 
or function to be provided by or within the peer group. 

Note that not all nodes that are participating as member 
peers within a peer group are necessarily part of a group of 
nodes that self-organize as an autonomous network or group 
using the master node mechanism as described herein. For 
example, a peer group may include ten nodes, and from two to 
all ten of the nodes may self-organize as a node group with a 
master node to perform or provide some application, function 
or service within the peer group or on the network including 
the peer group using an embodiment of the master node 
mechanism as described herein. Note also that embodiments 
of the master node mechanism may be used to organize sub­
groups of the nodes within the peer group, which may include 
two or more of the nodes in the peer group, as groups ofnodes 
and to determine master nodes for each of the groups within 
the peer group as groups of nodes each with a master node to 
perform or provide different applications, functions or ser­
vices. These groups within a peer group may overlap; that is, 
a node may belong to more than one group. Also note that one 
node may serve as a master node for more than one node 
group. 

The nodes do not have to be already organized as a JXTA 
peer group to use the master node mechanism. A collection of 
nodes may be installed and self-organize as a JXTA peer 
group, using the master node mechanism to self-elect one or 
more nodes to serve as the master node(s) for one or more 
applications, services, or functions of the peer group. 

FIG. 9 illustrates a peer-to-peer platform implementation 
where a peer group serves as the scope for self-organization 
of node groups and self-election of master nodes according to 
one embodiment. In one embodiment, the peer-to-peer plat­
form may be the JXTA peer-to-peer platform. A network 600 
may include two or more subnetworks, or subnets, 602. One 

master node. At 530, if two or more nodes have assnmed the 
role of master node, then the nodes may negotiate to deter­
mine one of the nodes to serve as the new master node, as 
indicated at 532. 

Peer-to-Peer Platform Implementation 

35 or more nodes 604 within different subnets 602 may use the 
peer-to-peer platform to form a peer group 620 that spans the 
subnets 602. The nodes 604 within the peer group may use an 
embodiment of the master node mechanism as described Sun Micro systems 's JXTATM is an exemplary peer-to-peer 

platform that provides a virtual network overlay on top of the 
Internet, allowing peers to directly interact and self-organize 40 

independently of their network connectivity and domain 
topology (e.g. firewalls and/or NATs). As previously men­
tioned, embodiments of the master node mechanism may be 
implemented in JXTATM networking environments. Other 
embodiments may be implemented on other peer-to-peer 45 

platforms. The underlying peer-to-peer platform may provide 
one or more underlying tools, formats, protocols, and/or 
mechanisms, such as pipes, that may be leveraged to provide 
self-organizing groups of nodes with self-elected master 
nodes, as described herein, in peer-to-peer network comput- 50 

ing environments. 
An embodiment implemented using the JXTA platform, 

for example, may rely on JXTA peer groups as the scope for 
discovery and queries. JXTA peer groups are not limited to a 
subnetwork on the network, but may extend across subnet- 55 

works using the JXTA communication mechanisms (pipes) 
and protocols; therefore, the scope of the master node mecha­
nism implemented on top of the JXTA platform is not limited 
to subnetworks. Nodes can self-organize as groups of nodes 
and self-elect a master node, as described herein, across sub- 60 

networks on a network using the JXTA platform. 
An embodiment implemented on the JXTA peer-to-peer 

platform may use one or more JXTA protocols as mecha­
nisms by which the nodes communicate to elect a master 
node. One embodiment may use JXTA propagation, a propa- 65 

gated pipe, within the scope of a peer group to determine 
which node from all the nodes within the scope of the peer 

herein to form one or more groups 622 of nodes 604 within 
the peer group 620 each of which may include two or more of 
the nodes within the peer group 620, and to self-elect master 
node(s) for the group(s). The peer group 620 serves as the 
scope for queries for the master node mechanism. In this 
example, nodes 604C, 604D, and 604E form a peer group 
620, and nodes 604C and 604D have formed a group 622 with 
node 604C as the maser node within the peer group 620. Note 
that a group 622 may include two or more, or all, of the nodes 
604 within peer group 620, that there may be one or more 
groups 622 within a peer group, that the groups 622 may 
overlap, and that a node 604 may serve as a master node for 
more than one group 622. 

CONCLUSION 

Various embodiments may further include receiving, send­
ing or storing instructions and/or data implemented in accor­
dance with the foregoing description upon a computer-acces­
sible medium. Generally speaking, a computer-accessible 
medinm may include storage media or memory media such as 
magnetic or optical media, e.g., disk or CD-ROM, volatile or 
non-volatile media such as RAM (e.g. SDRAM, DDR, 
RDRAM, SRAM, etc.), ROM, etc. As well as transmission 
media or signals such as electrical, electromagnetic, or digital 
signals, conveyed via a communication medinm such as net­
work and/or a wireless link. 

The various methods as illustrated in the Figures and 
described herein represent exemplary embodiments of meth-
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ods. The methods may be implemented in software, hard­
ware, or a combination thereof. The order of method may be 
changed, and various elements may be added, reordered, 
combined, omitted, modified, etc. 

Various modifications and changes may be made as would 
be obvious to a person skilled in the art having the benefit of 
this disclosure. It is intended that the invention embrace all 
such modifications and changes and, accordingly, the above 
description to be regarded in an illustrative rather than a 
restrictive sense. 

What is claimed is: 
1. A network computing system, comprising: 
a plurality of devices coupled to a network, wherein each 

device comprises one or more nodes; 

10 

two or more of the nodes configured to couple to the net- 15 

work and to self-organize as a group on the network to 
perform one or more applications on the network; 

wherein, to self-organize as a group on the network, each of 
the two or more nodes is configured to: 
broadcast a discovery query for a master node for the 20 

group on the network; 
if a response to the discovery query is received indicat­

ing another node as the master node for the group, 
cache information indicating that the other node is the 
master node for the group; and 25 

if no response to the discovery query is received, assume 
the role of master node for the group; 

wherein the master node for a group is configured to pro­
vide or control one or more functions for nodes in the 
group; and 30 

wherein the two or more nodes are peer nodes in a peer-to­
peer networking environment on the network, wherein 
the peer-to-peer networking environment is imple­
mented according to a peer-to-peer platform comprising 35 

one or more peer-to-peer platform protocols for 
enabling peer nodes to discover each other, communi­
cate with each other, and cooperate with each other to 
form peer groups and share content in the peer-to-peer 
networking environment. 40 

2. The network computing system as recited in claim 1, 
wherein, if a node assumes the role of master node for the 
group, the node is configured to broadcast on the network that 
the node has assumed the role of master node for the group. 

3. The network computing system as recited in claim 1, 45 

wherein, if two or more of the nodes in the group assume the 
role of master node for the group, the nodes that have assumed 
the role of master node for the group are configured to nego­
tiate to determine one of the nodes to serve as the master node 
for the group. 

50 
4. The network computing system as recited in claim 1, 

wherein the two or more nodes in the group are configured to, 
if the master node for the group goes down: 

detect that the master node has become unavailable; and 
select one of the nodes to assume the role of master node 55 

for the group. 
5. The network computing system as recited in claim 1, 

wherein the two or more nodes are peer nodes in a peer group 
on the network, wherein scope of said broadcast is the peer 
group, and wherein the peer group is implemented in accor- 60 

dance with the peer-to-peer platform. 
6. The network computing system as recited in claim 5, 

wherein the peer group extends across two or more subnet­
works on the network. 

7. A network computing system, comprising: 65 

a network; 
a plurality of devices coupled to the network; and 

14 
a plurality of nodes implemented on the plurality of 

devices, wherein the plurality of nodes is configured to: 
couple to the network and to self-organize as a node 

group on the network to perform one or more func­
tions on the network; and 

determine one of the plurality of nodes to serve as a 
master node for the group; 

wherein the master node for a group is configured to pro­
vide or control one or more functions for nodes in the 
group; and 

wherein, to determine one of the plurality of nodes to serve 
as a master node for the group, each of the nodes is 
configured to: 
broadcast a discovery query for a master node for the 

group on the network; 
if a response to the discovery query is received indicat­

ing another node as the master node for the group, 
cache information indicating that the other node is the 
master node for the group; and 

if no response to the discovery query is received, assume 
the role of master node for the group; 

wherein the plurality of nodes are peer nodes in a peer 
group on the network, wherein scope of said broadcast is 
the peer group, and wherein the peer group is imple­
mented in accordance with a peer-to-peerplatform com­
prising one or more peer-to-peer platform protocols for 
enabling peer nodes to discover each other, communi­
cate with each other, and cooperate with each other to 
form peer groups and share content in a peer-to-peer 
networking environment. 

S. The network computing system as recited in claim 7, 
wherein, if a node assumes the role of master node for the 
group, the node is configured to broadcast on the network that 
the node has assumed the role of master node for the group. 

9. The network computing system as recited in claim 7, 
wherein, if two or more of the nodes in the group assume the 
role of master node for the group, the nodes that have assumed 
the role of master node for the group are configured to nego­
tiate to determine one of the nodes to serve as the master node 
for the group. 

10. The network computing system as recited in claim 7, 
wherein the peer group extends across two or more subnet­
works on the network. 

11. The network computing system as recited in claim 7, 
wherein the plurality of nodes are further configured to, if the 
master node for the group goes down: 

detect that the master node has become unavailable; and 
determine another one of the plurality of nodes to assume 

the role of master node for the group. 
12. A system, comprising: 
a processor; and 
a memory comprising program instructions, wherein the 

program instructions are executable by the processor to 
implement a master node mechanism configured to: 
broadcast a discovery query on a network for a master 

node for a group of nodes on the network, wherein the 
group of nodes is configured to perform one or more 
applications on the network, wherein the system is 
configured as a node in the group; 

if a response to the discovery query is received indicat­
ing another node as the master node for the group, 
store information indicating that the other node is the 
master node for the group; and 

if no response to the discovery query is received, self­
elect the system as master node for the group; 
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wherein, the master node for a group is configured to 
provide or control one or more functions for nodes in the 
group; and 

wherein the group of nodes are peer nodes in a peer-to-peer 
networking environment on the network, wherein the 
peer-to-peer networking environment is implemented 
according to a peer-to-peer platform comprising one or 
more peer-to-peer platfonn protocols for enabling peer 
nodes to discover each other, communicate with each 
other, and cooperate with each other to form peer groups 10 

and share content in the peer-to-peer networking envi­
ronment. 

13. The system as recited in claim 12, wherein, if the master 
node mechanism self-elects the system as the master node for 
the group, the master node mechanism is configured to broad _ 15 

cast the system's presence as master node for the group. 

14. The system as recited in claim 12, wherein, if the master 
node mechanism self-elects the system as the master node for 
the group, and if one or more other nodes also self-elect as 20 

master nodes for the group, the master node mechanism is 
further configured to negotiate with the other nodes that have 
self-elected as master nodes to determine which one of the 
nodes is to serve as the master node for the group. 

15. The system as recited in claim 12, wherein, if another 25 

node in the group is the master node for the group, and if that 
other node becomes unavailable, the master node mechanism 
is further configured to: 

detect that the master node has become unavailable; and 
self-elect the system to assume the role of master node for 30 

the group. 
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19. The network computing system as recited in claim 18, 

further comprising means for the group of nodes to detennine 
a new master node for the group if the master node for the 
group goes down. 

20. A method, comprising: 
a node broadcasting a discovery query on a network for a 

master node for a group of nodes on the network con­
figured to perform one or more applications on the net­
work; 

if a response to the discovery query is received indicating 
another node as the master node for the group, storing 
information indicating that the other node is the master 
node for the group; and 

if no response to the discovery query is received, the node 
assuming the role of master node for the group; 

wherein, the master node for the group is configured to 
provide or control one or more functions for the nodes in 
the group; and 

wherein the group of nodes are peer nodes in a peer-to-peer 
networking environment on the network, wherein the 
peer-to-peer networking environment is implemented 
according to a peer-to-peer platfonn comprising one or 
more peer-to-peer platfonn protocols for enabling peer 
nodes to discover each other, communicate with each 
other, and cooperate with each other to form peer groups 
and share content in the peer-to-peer networking envi­
ronment. 

21. The method as recited in claim 20, wherein the method 
further comprises, if the node assumes the role of master node 
for the group, broadcasting the node's presence as master 
node for the group. 

16. The system as recited in claim 12, wherein the group of 
nodes are peer nodes in a peer group on the network, wherein 
scope of said broadcast is the peer group, and wherein the peer 
group is implemented in accordance with the peer-to-peer 
platform. 

17. The system as recited in claim 16, wherein the peer 
group extends across two or more subnetworks on the net­
work. 

22. The method as recited in claim 20, wherein the method 
further comprises, if the node assumes the role of master node 
for the group, and if one or more other nodes also self-elect as 

35 master nodes for the group, the node negotiating with the 
other nodes that have self-elected as master nodes to deter­
mine which one of the nodes is to serve as the master node for 
the group. 

18. A network computing system, comprising: 

means for a collection of nodes to self-organize as a group 
of nodes on a network to perfonn one or more applica­
tions on the network; and 

23. The method as recited in claim 20, wherein the method 
40 further comprises, if another node in the group is the master 

node for the group, and if that other node becomes unavail­
able: 

means for the group of nodes to determine one of the nodes 45 

to serve as master node for the group, wherein, the 
master node for the group is configured to provide or 
control one or more functions for the nodes in the group; 

wherein said means for the group of nodes to determine one 
of the nodes to serve as master node for the group com- 50 

prises: 
means for each of the nodes to self-elect as the master 

node for the group; and 

if two or more of the nodes self-elect as the master node 55 

for the group, means for the two or more nodes to 
negotiate to select one of the nodes in the group as the 
master node for the group; 

wherein the collection of nodes are peer nodes in a peer­
to-peer networking environment on the network, 60 

wherein the peer-to-peer networking environment is 
implemented according to a peer-to-peer platform com­
prising one or more peer-to-peer platfonn protocols for 
enabling peer nodes to discover each other, communi­
cate with each other, and cooperate with each other to 65 

form peer groups and share content in the peer-to-peer 
networking environment. 

the node detecting that the master node has become 
unavailable; and 

the node assuming the role of master node for the group. 
24. The method as recited in claim 20, wherein the group of 

nodes are peer nodes in a peer group on the network, wherein 
the scope of said broadcasting is the peer group, and wherein 
the peer group is implemented in accordance with the peer­
to-peer platfonn. 

25. The method as recited in claim 24, wherein the peer 
group extends across two or more subnetworks on the net­
work. 

26. A computer-accessible storage medium storing pro­
gram instructions, wherein the program instructions are com­
puter-executable to implement: 

a node broadcasting a discovery query on a network for a 
master node for a group of nodes on the network con­
figured to perform one or more applications on the net­
work; 

if a response to the discovery query is received indicating 
another node as the master node for the group, storing 
information indicating that the other node is the master 
node for the group; and 

if no response to the discovery query is received, the node 
assuming the role of master node for the group; 
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wherein, the master node for the group is configured to 
provide or control one or more functions for the nodes in 
the group; and 

wherein the group of nodes are peer nodes in a peer group 
on the network, wherein the scope of said broadcasting 
is the peer group, wherein the peer group is implemented 
in accordance with a peer-to-peer platform comprising 
one or more peer-to-peer platform protocols for 
enabling peer nodes to discover each other, communi­
cate with each other, and cooperate with each other to 10 

form peer groups and share content in a peer-to-peer 
networking environment. 

27. The computer-accessible storage medium as recited in 
claim 26, wherein the program instructions are further com­
puter-executable to implement, if the node assumes the role of 15 

master node for the group, broadcasting the node's presence 
as master node for the group. 

28. The computer-accessible storage medium as recited in 
claim 26, wherein the program instructions are further com-

18 
puter-executable to implement, if the node assumes the role of 
master node for the group, and if one or more other nodes also 
self-elect as master nodes for the group, the node negotiating 
with the other nodes that have self-elected as master nodes to 
determine which one of the nodes is to serve as the master 
node for the group. 

29. The computer-accessible storage medium as recited in 
claim 26, wherein the program instructions are further com­
puter-executable to implement, if another node in the group is 
the master node for the group, and if that other node becomes 
unavailable: 

the node detecting that the master node has become 
unavailable; and 

the node assuming the role of master node for the group. 
30. The computer-accessible storage medium as recited in 

claim 26, wherein the peer group extends across two or more 
subnetworks on the network. 

* * * * * 


